Cloud Computing

Professor Yeali S. Sun

(FAHERE)

National Taiwan University
Spring 2011




..l.l "

Biley M,:‘* &

;\Mm( " v
Sy N 2 NS * ml.i S AN Al



Cloud Computing : Concept (7‘%,\,) .
Technology (#14) ~ Value (% &

 Evolution vs. Innovation

* Paradigm

— new, users, providers, management

* Business model
— Feasible, sustainable, profitable



Cloud Computing: Value Creation

Vendors
Enterprises (business process, customers)

Entrepreneurship (imagination, innovation,
realization ...)

Don’t be just cost reduction but

CREATE VALUES!

— Cloud computing is not just a collection of
servers/platform/software for cost reduction.

— Value creation is important and it is business-specific.




Challenges

* Free from fear (trust, security, ...)

* Free from worry (full of opportunity ... IT
Service as a Service)

* Only new (needed) technology <
service/paradigm/business model innovations

can continue driving the sector grow and
prosper. -> Opportunities!




Outline

« What is Cloud Computing?
— Compare cloud with conventional computing

— The five essential characteristics of Cloud
Computing

* \What are the top technical and non-technical
obstacles and opportunities of Cloud
Computing?



What is Cloud Computing?



Why is Cloud Computing so hot ?

* FURE S FER AR 2 -

* US General Service Administration, GSA
announced that government agencies would be
able to access cloud service offerings through
apps.gov



Cloud Computing: Better, faster,
cheaper

* The definition of cloud computing is quite murky.

— In 2009, The Cloud Computing Journal published an article
that had 21 definitions of cloud computing. (Twenty-One
Experts Define Cloud Computing)
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 [n 2011, a common goal is crystal clear.

— To provide an order of magnitude improvement in the cost
effective, dynamic provisioning of IT services.

— "better, faster, cheaper”

* Challenge: Whether if cloud computing solutions are
better in higher quality is a subject of future
demonstration.


http://cloudcomputing.sys-con.com/node/612375
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Cloud Computing: technology
perspective

* Cloud Computing aims to deliver on demand
IT resources on a pay per use basis.

* Cloud Computing aims to be global and to
provide such services to the masses, e.g.,

— end user that hosts its personal documents on the
Internet;

— enterprises outsourcing their entire IT
infrastructure to external data centers.



Terminology

* The hardware — Infrastructure as a Service
(laaS)

» Systems software, library/utility — Platform as
a Service (Paa$)

* The services — Software as a Service (SaaS).



What is Cloud Computing?

I NCIF s S e G e el
(National Institute of Standards and Technology,
(NIST) )



Cloud Computing: a Model

NIST

Cloud computing is a model for enabling convenient, on-demand network
access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service
provider interaction.

This cloud model promotes availability and is composed of

v’ five essential characteristics (On-demand self-service, Broad network
access, Resource pooling, Rapid elasticity, Measured Service);

v’ three service models (Cloud Software as a Service (SaaS), Cloud Platform
as a Service (PaaS), Cloud Infrastructure as a Service (laaS)); and,

v’ four deployment models (Private cloud, Community cloud, Public cloud,
Hybrid cloud).

Key enabling technologies include: (1) fast wide-area networks, (2) powerful,
inexpensive server computers, and (3) high-performance virtualization for
commodity hardware.
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Cloud Computing: Five essential
characteristics

> On-demand self-service
> Broad network access
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On-demand Self-service
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NTU Cloud VM Service

* Demo:

— how a customer can use online web-based self
service to rent a computer (or virtual machine)

 Example:

— a real-time on-demand VM provision using Xen
4.0
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Create a Virtual Machine (VM)
(1/7)

* Xen 4.0
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Create a VM (2/7)

New VM

SCER 1, WG A BE ety 4% K, m Create a new virtual machine
BRI T =

° @*ﬁ#ﬁﬁfﬁ Enter your virtual machine details

— FEEAEHYISOfE B E BT Name: |
E/% Connection: localhost (Xen)

— RS LG

— B PXEAR P FEf DL Choose how you would like to install the operating system
http://www.webopedia.co @ Local install media (1SO image or CDROM)
m/TERM/P/PXE.html O Network Install (HTTP, FTP, or NFS)

— HHEEAFEAimagefs O) Network Boot (PXE)

O Import existing disk image

Cancel Forward
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Create a VM (3/7)

5 BY2. S ISR 3 v

m Create a new virtual machine

* Example: Kfisofs

Locate your install media
O Use CDROM or DVD

@ Use ISO image:

|,fhome,fburbundw[}nwnlnadsfFedora-14-i3E v | |Brnwse...|

Choose an operating system type and version

05 type: | Linux

| Cancel | | Back | | Forward |

<

<

Version: | Fedora 14
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Create a VM (4/7)

S EE3. 2 TEMemory K/NEz
CPU (Core) Ei&= -

o TRIBE 7/ Xen 4.00] DL m Create a new virtual machine
¥& 2% 1%128{[E physical core Hy —
Host machine, memoryix <% 1]

Lji?ﬁgé” 1TB Choose Memory and CPU settings
+ ME—EVMES A LU Memory (Rav: | 512 5] wa

Up to 8079 MB available on the host

CPUS: [I;]

Up to 4 available

FI]128{EVCPU fz 1TBHJRAM.

Cancel | | Back | | Forward
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Create a VM (5/7)

4. BE % e B AR
BEERREERR L B R AN

*  18.8GbiEfele(E A FTHEES
& AR 2= FEIR R 25/ D R] DL
FAZRAE o i e HEE B

* A”ggate Eire disk now ﬁ[[%ft @ Create a disk image on the computer's hard drive
) ERE A e R HIREAE AN (AT BE EE} =

&t e - H
= @}&Iﬁaﬁxﬁa/j Fnﬁé) 18.8 Gb available in the default location

W Allocate entire disk now B

m Create a new virtual machine

| Enable storage for this virtual machine

() Select managed or other existing storage

Cancel | | Back | | Forward
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Done!
(in one
minute)

Create a VM (6/7)

New VM

m Create a new virtual machine

Ready to begin installation of test

O5:
Install:
Memory:
CPUs:
Storage:

Fedora 14

Local CDROM/ISO

212 MB

1

8.0 Gb jvar/lib/libvirtfimages/test.img

[ Customize configuration before install

[> Advanced options

Cancel | | Back | |

Finish
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Create a VM (7/7)

* Configure virtual network interface
— Default MAC address assigned by hypervisor
— |P address configured by guest OS

- tpcwl Virtual Machine

=]

HEE

File Virtual Machine View Send Key
EJ‘L‘ 1 |8 v | o

@ Overview
=
Performance

i:} Processor

== Memory
Boot Options Device model: |Hypewisor default C‘

Virtual Network Interface

Source device: | Specify shared device name . ‘

Bridge name: [uirbro ]

() IDEDisk 1 MAC address: 00:16:3e:33:77:b1
() IDECDROM 1

L

) Mouse

L!] Display VNC

ﬁF Sound: es1370

(= Serial 1
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VM Management

AU TEHE R EYVM
FRRVMAY R 2
FAt% ~ BT - = - B - sRGIRETE - IREFEE

- Virtual Machine Manager:

File Edit View Help

B8] Open o |l v

MName

v CPU usage Disk I/O Network IJO

=7 localhost (Xen)

Domain-0
Running

J2EE_EXT 1
LE_' Shutoff

J2EE_WIN7
LE_' Shutoff

tpewl
== Running
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Activate a Virtual Machine

-
=2

File Virtual Machine View Send Key

4' i m (o] v | o»

tpcwl
tpcwl on TPCW1

Password: [|

| Leave Message | | Switch User | | Cancel




Broad Network Access
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Networking Challenges in Cloud

e Network
structure

* Access
network, core
network
— Bandwidth
— Response

time
— WAN
optimization

802.11

Cellular i
wireless

wireless

WiMAX

WiMAX NC

RAN

Switches

Cable Wired

Ethernet

Headend
Aggregator
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What's the Internet: basics

Internet: interconnection
& pc of networks Mobile network

ﬂ server .
; * millions of connected
@ . . .
\IAclllr'%eSS computing devices: hosts = end
Prop systems
b4 cellular
handheld  —  running network apps

@xu‘ acceds communication links

é points & fiber, copper, r'adiO,

- ﬂ’,;'"kesd satellite

<+ transmission rate =
banadwidth (bps)
=

router

Q routers: forward packets
(chunks of data)



Resource Pooling

On-
Demand

Qelf Service

Measured Network

\Se rvice : vccess

Rapid Resource

\Elasticity \Pooling
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What value is resource sharing brought to the user?
— Lower cost through resource sharing

— The number of physical servers that would be needed with and without
virtualization is reduced

An abstraction or illusion of infinite pool of resources

Scalable resource acquisition/performance (real-time, automatic, on-
demand, adaptive, pay-as-you-go, pay-as-you-grow!)

Any time, any where, any device
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Types of Resources

Computing
Memory
Disk
Network



Bioinformatics Application

* Requires lots of memory because Gene
computation.
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Resource Pooling and Sharing

 Complicated mechanisms and techniques are necessary to
manage resources among different groups of needs and
demands.

 What value is resource sharing brought to the user?

— Lower cost through resource sharing

— The number of physical servers that would be needed with and
without virtualization is reduced

 The hero phase (James Staten, a vice president and principal analyst
for Forrester Research)

— because IT can reduce the time and cost of adding new
resources!
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How Amazon got into AWS -
cloud computing business

AWS (Amazon Web Services)

Initially it was to better utilize its expensive
storage and computing hardware.

It ended up turning it into a billable service.

It also opened up new vistas for entrepreneurs
and made corporations rethink how they build
and use their computing and storage
resources.
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Chart 3: 2006-2011 AWS Revenue Model ($MM)

1400 -
B AWS B Rest of Other

1200 S
1000 +
800 -
600 +
400 +
200 I I
0 r T |

2006e 2007e 2008e 200%e 2010e 2011e

1

Source: UBS
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It is more than renting out IT
infrastructure ...

 AWS essentially ‘rentsout’ IT
infrastructure to companies that seek to
outsource IT needs such as
— Application Hosting, Web Hosting, High

Performance Computing, Storage, E-Commerce,
and more.
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Rapid Elasticity

On-
Demand

Qelf Service

Measured Network

\Se rvice : vccess

Rapid Resource

\Elasticity \Pooling

37



UC Berkeley's views

Cloud Computing - the long-held

dream of computing as a utility !3 $2aS User

Cloud Computing refers to both I Web applications
the applications delivered as |

services over the Internet and the g SaaS Provider / Cloud User

hardware and systems software
that provide those services.

— The services themselves have ﬁ

- applicationsw Utilit*f computing

been referred to as Software as a Cloud Provider

Service (SaaS).
- hardware
The datacenter hardware and - systems software
software is called a Cloud.
— laaS and PaaS * Cloud Computing is the sum of SaaS
and Utility Computing.
The service being sold is Utility * Focus on Saa$ Providers (Cloud Users)

Computing. and Cloud Providers.




From hardware point of view:
three new aspects

* The illusion of infinite computing resources
available on demana

— No need for Cloud users to plan far ahead for
provisioning.

* The elimination of an up-front commitment by
Cloud users

— allow to start small and increase hardware resources
only when an increase in need.

* The ability to pay for use of computing resources
on a short-term basis as needed

— e.g., processors by the hour and storage by the day
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Measured Service

On-
Demand

Qelf Service

Measured Network

\Se rvice : vccess

Rapid Resource

\Elasticity \Pooling
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* Metering

. sing  Measured Services

* Pricing




Cloud Computing: a Model

NIST

Cloud computing is a model for enabling convenient, on-demand network
access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service
provider interaction.

This cloud model promotes availability and is composed of

v’ five essential characteristics (On-demand self-service, Broad network
access, Resource pooling, Rapid elasticity Measured Service);

v’ three service models (Cloud Software as a Service (SaaS), Cloud Platform
as a Service (PaaS), Cloud Infrastructure as a Service (laaS)); and,

v Tour deployment models (Private cloud, Community cloud, Public cloud,
Hybrid cloud).

Key enabling technologies include: (1) fast wide-area networks, (2) powerful,
inexpensive server computers, and (3) high-performance virtualization for
commodity hardware.
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Software as a Service

Web 2.0 Interface

Programming API

Scripting & Programming
Lanquaqes

Platform as a Service

Infrastructure as a Service

Amazon S3, EC2

OpenNebula, Eucalyptus

===
E . ‘I Other
Clusters Grids/Clouds
Storage

Data Centers



Cloud Computing: a Model

NIST

Cloud computing is a model for enabling convenient, on-demand network
access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service
provider interaction.

This cloud model promotes availability and is composed of

v’ five essential characteristics (On-demand self-service, Broad network
access, Resource pooling, Rapid elasticity, Measured Service);

v’ three service models (Cloud Software as a Service (SaaS), Cloud Platform
as a Service (PaaS), Cloud Infrastructure as a Service (laaS)); and,

v four deployment models (Private cloud, Community cloud, Public cloud,
Hybrid cloud).

€y enabling tecnnologies inciude:. ast wide-area networks, (Z) powertuli,
inexpensive server computers, and (3) high-performance virtualization for
commodity hardware.
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From Enterprise’s Perspective ...
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Private Cloud

Single Organization

* Virtualization

* Rapid provisioning and re-
provisioning of capacity to respond
to fluctuating capacity needs

* Public cloud services accomplish
this with large server farms,

flexibility and pay-as-you-go
nature




Public Cloud

General Public or Large
industry Group

* Leveraging external public
clouds’ resources/services

* What to keep and what to let go,
particularly in terms of physical
infrastructure.

* What to stay and what should
go?

* What are needed to bring
within enterprise’s firewall?
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What systems should stay and what
should go?

Hybrid Cloud
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Community, Collaborative Cloud

Several Organizations




NIST's notes on Cloud Computing

 Still an evolving paradigm

— |Its definitions, use cases, underlying technologies,
issues, risks, and benefits will continue to be refined in
a spirited debate by the public and private sectors.

— These definitions, attributes, and characteristics will
evolve and change over time.

* The cloud computing industry represents a large
ecosystem of many models, vendors, and market
niches.

— This definition attempts to encompass all of the
various cloud approaches.



Resource Sharing vs.
Virtualization
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What is an Operating System?

* A program that acts as an intermediary
between a user of a computer and the
computer hardware.

* Various operating system goals:

— Mainframe operating systems: to optimize utilization of
hardware.

— PC operating systems: to support complex games, business
applications ...

— Handheld computers: to help users easily interface with
the computer to execute programs.
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A Computer System: Four
Components

Hardware — provides basic
computing resources. = g H 1=t

— CPU, memory, I/0O devices.

Operating system — controls
and coordinates use of
hardware among various v v v ‘

app'ications a nd users compiler assembler text editor Soo database

system
Application programs - deﬁne system and application programs
the ways in which the system
resources are used to solve the
computing problems of the of ol i

users.

— Word processors, compilers,
web browsers, database
systems, video games. ST EIRTER

Users — people, machines,

other computers.
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Viewpoints from Users (1/2)

PC: the OS is designed for one user only.
— Resources are monopolized.
— The goal is to maximize the work of the user.

— The OS is generally designed for ease of use, with some attention paid
to performance and non paid to resource utilization.

Mainframe: the OS is designed for multiple users — accessing
the same computer through terminals.

— These users share resources.

— The OS is designed to maximize resource utilization — to assure that
all available CPU time, memory ...

— terminal
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Viewpoints from Users (2/2)

Workstation:
— Users sit at workstations connected to networks of other workstations and servers

(file, compute, and print servers).

— The OS is designed to compromise between individual usability and resource
utilization.

— Client-server
— Thin client

Handheld computer: are standalone units for individual users.
— The OS is designed mostly for individual usability.
— But performance per amount of battery life is important as well.

Computer with little (or no) user view: embedded home devices.
— The OS is designed to run without user intervention.
— Machine-to-machine (Internet of things, 10T)
— cyberphysics
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Viewpoints from Computers

* OS for computer is the program involved with
the hardware.

 OSis aresource allocator and manager.

— Manages all resources.

— Decides between conflicting requests for efficient and fair
resource use.

 OSis a control program.

— Controls execution of programs to prevent errors and
improper use of the computer.
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VM Technology

VM technology (2003)

— Modern computers are sufficiently powerful to
use virtualization.

e Solutions

— VMware ESX, Microsoft Hyper-V, Citrix
XenServer/XenClient, Xen, KVM, etc.
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Virtualization (1/2)

N/W Disk
Driver Driver

| NIC Disk




Virtualization (2/2)

/" Root Child Child

Partition Partition Partition
(Windows Server 2008)

Guest Guest
Operation Operation
System System

Virtualization
Stack

Virtualization
Service Provider

Device
Drivers

VMBus

Hardware




Why Virtualization (1/2)

Traditional operating system and host.

Virtualization is a key mechanism of scaling the IT
infrastructure and enabling enterprises to move from
vertical silos of servers to horizontal pools of resources.

Server virtualization provides the ability to slice larger,
underutilized physical servers into smaller, virtual ones.

Although virtualization has been around for more than
three decades, it has found its way into the mainstream
only recently, as a consequence of the recent
developments in virtualization software and improved
hardware support.

A variety of solutions — both commercial and open
source — are now available.



Why Virtualization (2/2)

It isolates customers from the operational and
hardware complexity associated with deploying
compute in a static private data center.

Customers can control their virtual servers in the
same way they control their physical servers.

It achieves much better resource utilization,
resource planning, and the ability to simplify
the management of the infrastructure
components.



Virtualization: Approaches

e Full virtualization

— The virtual hardware exposed is functionally
identical to the underlying machine.

— Benefit:
 allowing unmodified operating systems to be hosted.

— Drawback:
e Hardware support
v(e.g., Intel Virtualization Technology, AMD)
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Virtualization: Approaches

 Paravirtualization

— Presenting a virtual machine abstraction that is
similar but not identical to the underlying hardware.

— Improved performance.

— Requiring modifications to the guest operating system,
but do not require changes to the application binary
interface (ABI)

* ABI describes the low-level interface between an application
program and the operating system.

— No modifications to guest applications
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Motivations for Enterprises

The motivations for enterprises to adopt virtualization
technologies include

— increased flexibility;
— server and application consolidation;

— the ability to quickly re-purpose server capacity to better meet
the needs of application workload owners;

— to reduce overall costs of ownership.

Virtualization services offer interfaces that

— Support the life cycle management (e.g., create, destroy, move,
size capacity) of VMs that are provided with access to shares of
resource capacity (e.g., cpu, memory, input-output).

— provide the ability to dynamically migrate VMs from one
physical machine to another without interrupting application
execution.
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Issues that must be addressed in
virtualization (1/2)

* Virtualization plays an important role in cloud.

— With virtualization within cloud architectures, users
can provision their own space.

e VM isolation

— It is not acceptable for the execution of one to
adversely affect the performance of another.

— Performance isolation
e admission control when starting new virtual machines.
* Expect that each VM to pay for the resources it requires.

— Resource allocation/usage
— Security isolation
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Issues that must be addressed in
virtualization (2/2)

* Support different operating systems

— To accommodate the heterogeneity of popular
applications.

* The performance overhead introduced by
virtualization should be small.

* Management Complexity

— The complexity of these virtualized environments
presents additional management challenges.
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To be continued.



