
Homework 3

Yu-Ju Teng Ling-Hsuan Chen
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Question1
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Question1

(big-o) f (n) = O(g(n)):
∃c ,N > 0 s.t. f (n) ≤ c · g(n) holds ∀n ≥ N .

(big-omega) f (n) = Ω(g(n)):
∃c ,N > 0 s.t. f (n) ≥ c · g(n) holds ∀n ≥ N .

(little-o) if limn→∞
f (n)
g(n)

= 0, then f (n) = o(g(n))

⇒ if f (n) = o(g(n)), then f (n) = O(g(n)) and f (n) ̸= Ω(g(n)).

⇒ if g(n) = o(f (n)), then f (n) = Ω(g(n)) and f (n) ̸= O(g(n)).
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Question1 (a)

f (n) =
√
n, g(n) = (logn)2:

lim
n→∞

g(n)

f (n)
= lim

n→∞

(logn)2√
n

{use L’Hôpital’s rule}

= lim
n→∞

2logn
(ln10)n

1
2
√
n

= lim
n→∞

4logn

ln10
√
n

{use L’Hôpital’s rule}

= lim
n→∞

4
(ln10)n

ln10
2
√
n

= lim
n→∞

8

(ln10)2
√
n

= 0
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Question1 (a)

Since limn→∞
g(n)
f (n)

= 0, g(n) = o(f (n)),

which implies f (n) = Ω(g(n)) and f (n) ̸= O(g(n)).

If you lost the points because of omitting ln10, you can get the point
back this time.

Reminder: If you are not sure what the base of log is, you can
assume what it is and write down your assumption.
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Question1 (b)

f (n) = n42n, g(n) = 4n:

lim
n→∞

f (n)

g(n)
= lim

n→∞

n42n

4n
= lim

n→∞

n4

2n

{use L’Hôpital’s rule 4 times}

= lim
n→∞

24

(ln2)42n

= 0
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Question1 (b)

Since limn→∞
f (n)
g(n)

= 0, f (n) = o(g(n)),

which implies f (n) = O(g(n)) and f (n) ̸= Ω(g(n)).
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Question2
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Question2

(big-o) f (n) = O(g(n)):
∃c ,N > 0 s.t. f (n) ≤ c · g(n) holds ∀n ≥ N .

(1) log(f (n)) = O(log(g(n))) ?

log(f (n)) ≤ log(c · g(n)) = log(c) + log(g(n))

= log(g(n)) · (1 + log(c)
log(g(n))

)

≤ log(g(n)) · (1 + log(c)
log(g(N))

)

≤ log(g(n)) · c ′, where c ′ > 0.

s.t. log(f (n)) ≤ c ′ · log(g(n)) holds ∀n ≥ N .

⇒ log(f (n)) = O(log(g(n)))
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Question2

(2) 2f (n) = O(2g(n)) ?

We can only get 2f (n) ≤ 2c·g(n) = (2g(n))c

and it doesn’t imply 2f (n) = O(2g(n)).

The hypothesis 2f (n) = O(2g(n)) can simply be rejected with

a counter example: f (n) = 2log2(n), g(n) = log2(n).

f (n) = O(log(n)) = O(g(n))

2f (n) = 22log2(n) = n2 = O(n2)

2g(n) = 2log2(n) = n = O(n)

O(n2) /∈ O(n)

⇒ 2f (n) ̸= O(2g(n))
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Question3
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Question3

Find the correct solution of the recurrence:

n 2 4 8 16 · · · k · · ·
T (n) 1 3 7 15 · · · k − 1 · · ·

Assumption: T (n) = n − 1.
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Question3

[Inductive hypothesis]: T (n) = n − 1.

[Base case](n = 2): T (2) = 1 = 2− 1 = n − 1.

[Inductive step](n ≥ 2): T (n) = 2T (n
2
) + 1

= 2(n
2
− 1) + 1 {by I .H .}

= n − 1
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Question3

Why the attempt of the question failed?
cn ≥ 2c(n/2) + 1

By T (n) = O(n), there exists some c such that:

cn ≥ T (n) = 2T (n/2) + 1 Correct

cn ≥ T (n) = 2c(n/2) + 1 ?

It replaces 2T (n/2) with 2c(n/2), but we only know that:

cn ≥ T (n)

2c(n/2) + 1 ≥ 2T (n/2) + 1 = T (n)

⇒ cn ≥ T (n) = 2c(n/2) + 1 Uncertain

Yu-Ju Teng Ling-Hsuan Chen Homework 3 Algorithms 2023 14 / 23



Question3

By induction:

Proof: T (n) ≤ cn for some c

[Base case] (n = 2): Let c = 1,T (2) = 1 ≤ 1× 2 = cn.

[Inductive hypothesis]: T (n) ≤ c(n).

[Inductive step] (n ≥ 2): T (n) = 2T (n
2
) + 1

≤ 2c(n
2
) + 1 {by I .H .}

= cn + 1

Fail to prove that T (n) ≤ cn for some c . (There is an extra 1.)
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Question3

So, we can fix it as follows:

Proof: T (n) ≤ cn - 1 for some c

[Base case](n = 2): Let c = 1,T (2) = 1 ≤ 1× 2− 1 = cn.

[Inductive hypothesis]: T (n) ≤ c(n)− 1.

[Inductive step] (n ≥ 2): T (n) = 2T (n
2
) + 1

≤ 2(c(n
2
)− 1) + 1 {by I .H .}

= cn − 1

Since cn − 1 ≤ cn, we can say that T (n) ≤ cn for some c .
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Question4
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Question4

Let Tn = T (n), G (z) = T0 + T1z + T2z
2 + · · ·+ Tnz

n + · · · .

G (z) = T0 + T1z + T2z
2 + · · ·+ Tnz

n + · · ·
zG (z) = T0z + T1z

2 + T2z
3 + · · ·+ Tn−1z

n + · · ·
2z2G (z) = 2T0z

2 + 2T1z
3 + 2T2z

4 + · · ·+ 2Tn−2z
n + · · ·

(1− z − 2z2)G (z) = T0 + T1z − T0z

= 0 + z − 0

= z

G (z) =
z

1− z − 2z2
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Question4

G (z) =
z

1− z − 2z2

=
z

(1 + z)(1− 2z)

=
−1
3

1 + z
+

1
3

1− 2z

= T0 + T1z + T2z
2 + · · ·+ [

−1

3
(−1)n +

1

3
(2n)]zn + · · ·

T (n) = −1
3
(−1)n + 1

3
(2n)
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Question5
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Question5

For ml , we want to try the shortest word which has at least |p| bit.
⇒ ml = F−1(|p|)

Some people claim that ml should be tighter because if it can be
found in F−1(|p|), it can be found in the words longer than F−1(|p|)
as well.

However, in reality, we have to compose words step by step. For
example, we get F−1(|p|) + 2 by concatenating F−1(|p|) + 1 and
F−1(|p|). Therefore, if we can find pattern p in F−1(|p|), we don’t
need to make an effort to compose more words.

If you wrote the answer bigger than F−1(|p|) with proper
explanation, you can get the points.
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Question5

For mu, we try to find pattern p between substrings.

Let FW (F−1(|p|)) = s0, FW (F−1(|p|) + 1) = s1, ...

FW (F−1(|p|)− 1) = s−1, FW (F−1(|p|)− 2) = s−2, ...

If we cannot find pattern p in s0, we can try s1 to check if there is
any new pattern whose length is longer than |p| .
FW (F−1(|p|)) = s0 = s−1 · s−2

Since the length of s0 ≥ |p|, the length of s−1 + s−2 ≥ |p|.
FW (F−1(|p|) + 1) = s1 = s0 · s−1 = s−1 · s−2 · s−1
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Question5

Now we try s2:

FW (F−1(|p|) + 2) = s2 = s1 · s0 = s−1 · s−2 · s−1 · s−1 · s−2

Since the length of s−1 > s−2, the length of s−1 + s−1 > |p|.
Now we try s3:

FW (F−1(|p|)+3) = s3 = s2 ·s1 = s−1 ·s−2 ·s−1 ·s−1 ·s−2 · s−1 ·s−2 ·s−1

We cannot find any new pattern here!

We cannot find any new pattern in other words neither!
(For example, it is impossible to see s−2 · s−2 · s−2.)

⇒ mu = F−1(|p|) + 2
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